Algorithm 1 An algorithm for the GradSUM scheme

K + {Kfat ghuman %4 The available segmentation groups in ground truth dataset
for £ in K do
for w, h in InputIlmage do
if InputImage[w,h] is in group k then
Plk][w][h] + 1
else
Plk][w][h] < O
end if
end for
N[k] < Sum(P[k]) > This is the sum of all pixels present for the given group k

Jason Chalom (contact@jasonchalom.com) S c h e m e C a l le d G r a d S U M T PN 100 5 G o e CradSUM rsul, and © s the clement-wisoproduct
Supervised By: Professor Richard Klein, 9 m
University of the Witwatersrand
| tic datat
advancements, largely driven by black-box Al g i
systems. Understanding and explaining ® 5+
these systems' operations are crucial for ensuring d m d l rOf I le S t O | l ‘ L 4 II “
safety for those interacting with them. p rO u C e O e p T e hmen e constcion obiest_nawe sty o 44

Group
NetSVF Average model profile group and an example single model profile (from epoch 44). Using
The Cityscapes Dataset and GradSUM

Attribution Methods for
Explaining Deep Models for

Self-Driving Cars (Accepted masters We d eVi S e d a n eW a n a lys i S

by dissertation)

20

N
[}
|

Background
Autonomous vehicles have seen significant

Percentage
3

Network
computed
steering

el nterpret Al behaviour

A general structure of an end-to-end autonomous vehicle system!']

Results

 Showed that End-to-End Al models are capable
of learning to control vehicle steering angle
prediction

* Demonstrated models' sensitivity to noise and
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General GradSUM Workflow Exgnjlple GradCAM Results for the NetSVF model over FUture Work
reining epochs Classify Person Classify Car Classify Sky * |Investigate the usefulness of GradSUM for large
Methodology o _ language models and natural language
* Selected 3 training datasets: Udacity, Three trained deep CNN models (NetSVF) on different classification and their respective model profiles using GradSUM processing use cases

Cityscapes, Microsoft AirSim Tutorial
* Selected 2 datasets with fine segmentations
for GradSUM analysis: Cityscapes, Fromgames
* Selected 4 model architectures from existing
work and devised 2 control model

* |nvestigate attention maps and their similarity to
attribution maps for the GradSUM scheme

* |nvestigate the generation of useful semantic
datasets to use with GradSUM

* |nvestigate GradSUM used as a training
architectures . p optimiser
* Pre-processed datasets using the same Scan for the full h
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e Random initialised model for 100 evaluations



